
The Unified Access Framework (UAF)
(a pretentious title for some simple ideas)

Presenter: Steve Hankin (PMEL),
for the UAF team

Kenneth.Casey@noaa.gov 
Julie.Bosch@noaa.gov 
Tina.Chang@noaa.gov 
Scott.Cross@noaa.gov 
Roy.Mendelssohn@noaa.gov 
Steven.C.Hankin@noaa.gov 
Jordan.Alpert@noaa.gov 
Jeff.deLaBeaujardiere@noaa.gov 
Ted.Habermann@noaa.gov 
John.Relph@noaa.gov 
Bob.Simons@noaa.gov 
David.Neufeld@noaa.gov 
Upendra.Dadi@noaa.gov 
rsignell@usgs.gov 
Phil.Cogbill@noaa.gov 
Glenn.Rutledge@noaa.gov 
Mike.Grogan@noaa.gov 
Jeff.Budai@noaa.gov 
Lewis McCulloch 
Lewis.Mcculloch@noaa.gov
Matthew.Austin@noaa.gov



May 2011 2

Enterprise-wide integration of data
is a very hard problem! 

(i.e. adopting shared IT strategies
to achieve data interoperability) 

NOAA/UAF
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Why?

Within each field folks have 
developed IT solutions that make 
sense to them.

Getting people (and organizations) 
to change habits is difficult!
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The NOAA ‘enterprise’

NOAA/UAF

weather forecast (time critical)

fisheries management (regulatory concerns)

nautical charting
climate, ocean, atmosphere research

… the list goes on … 
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The accepted approach:
build a “system of systems”

“Wrap” existing systems with loosely 
coupled, standardized services

 a Service Oriented Architecture

NOAA/UAF
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Global Earth Observation
Integrated Data Environment

NOAA’s GEO-IDE
Con-ops is such a plan

2005-06,  66 pages
(by “DMIT”)

NOAA/UAF

Not the first nor the last such plan ...
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Seed funding available last year

Question:
How do you approach a very big 
problem with a very small amount of 
money?

finally

NOAA/UAF
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1. Assemble a writing team
2. Generate use cases
3. Define requirements
4. Write a Concept of Operations
5. … and an Implementation Plan
6. Assemble volunteer implementation 

teams 
NOT !

NOAA/UAF

Tried and true approach …   
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An alternative (‘agile’) approach

Don't Solve Problems
-- Copy Success 

"Switch: How to Change Things When Change Is Hard", 
Chip and Dan Heath (psychologists), 2010

NOAA/UAF



What “success” did UAF chose to copy initially?
Gridded datasets.
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Projects:           (too many to name)

Data
formats:

netCDF GRIB HDF

Service
stack:

netCDF-CF-DAP-THREDDS-WMS    

Users:              (too many to name)

…

Applications: Matlab ArcGIS Ferret

GrADS Google Earth IDV LAS ERDDAP CDAT…

NCL NCO GODIVA

W&Clim Toolkit
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Rough spots in the real world

a lot of “imperfect” (to be diplomatic) CF datasets

too often unaggregated files rather than logical 
datasets

metadata are often weak

non-CF files (“trash”) mixed into the tree

NOAA/UAF



UAF’s foundation: the ‘clean catalog’
(an XML tree of distributed, well-formed CF datasets)
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Make clean virtual files using NcML tools
e.g. adding “standard_name” attribute to GRIB data

<variable name="vorticity">
<attribute

name="standard_name" 
value="atmosphere_absolute_vorticity“/>

</variable>

e.g. aggregation

<aggregation type="joinExisting“
dimName="TimeAxis">

<netcdf location=“year1.nc" ncoords=“365"/>
<netcdf location=“year2.nc" ncoords=“365"/>
<netcdf location=“year3.nc" ncoords=“365"/>

</aggregation>
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The UAF Team

– 8-10 active “volunteers”
– team members as coaches to 

data providers

>>lasting solutions must be 
implemented by providers<<

NOAA/UAF
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How to reach users?

Through their preferred tools  
(without downloading files)

NOAA/UAF
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Model 1: UMASS-ECOM Model 2: UMAINE-POM Data: SST  2008-Sep-08 07:32

Desktop access in Matlab
NOAA/UAF
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Access in ArcGIS
using the Environmental Data 

Connector (EDC)
NOAA/UAF
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Desktop access in Ferret

NOAA/UAF
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Desktop access in GrADS

NOAA/UAF
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Desktop access in IDV

NOAA/UAF



Web browser examples … 
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Take differences

Google Earth

Scripts

Live Access Server 
(LAS)

NOAA/UAF
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WMS can be 
used by many 

GIS applications

NOAA/UAF

GODIVA2
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Browser access using ERDDAP 
…and from there …
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.mat

REST URL access to data subsets
in several popular formats

(accessible through home-grown scripting of many types)

.kml

.mat .nc

NOAA/UAF

also .csv



the list goes on …

Weather and Climate Toolkit
NCL (NCAR)
NCO
CDAT / UVCDAT (DOE)
ncview
Giovani (NASA)
generic WCS & WMS applications
…
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UAF home page
Focus is on user 
DOCUMENTATION
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• LAS
• ERDDAP
• GODIVA 
•…

From the THREDDS catalog 
“viewers” may also be called up 
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Metadata inside files has become 
accessible from THREDDS catalogs  



Our current efforts …
1. evaluating ‘mature’ discovery portals

RAMADDA

GEO-PORTAL

(formerly via 
ERSI)

GI-CAT
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How to obtain discovery metadata?

Crawl the UAF clean catalog with
• RAMADDA
• GI-CAT
• ncISO/NGDC

• also create Web Accessible Folders to 
join into other frameworks 

NOAA/UAF



Our current efforts …
2. enhancing the “catalog cleaner”

(another THREDDS crawler)

N
O

M
A

D
S

GEO-IDE/UAF

NOAA NOAA Affiliated

NMFSOAR NWS NESDIS

N
O

D
C

N
G

D
C

G
FD

L

PM
EL

A
O

M
L

O
CO

PF
EG

N
D

BC

ES
RL

Co
as

tw
at

ch

IOOS 
National   
Partners

IOOS
Regional Partners

N
AV

O

A
O

O
S

N
A

N
O

O
S

CE
N

CO
O

S SC
CO

O
S

PA
CI

O
O

S
G

LO
S

N
ER

A
CO

O
S

M
A

CO
O

RA SE
CO

O
RA

CA
RI

CO
O

S G
CO

O
S

Raw THREDDS 
catalog

(providers post 
new sub-trees)

The clean catalog:

• Uniform services and viewers

• data access via OPeNDAP as needed

• auto-synchronization (cron-style)

• join-new and join-existing aggregations



Our current efforts …
3. in situ obs collections (“1d grids”)

(development work …) 
1. CF Discrete Geometries spec 
2. ncStream (‘cdmRemote’) (Caron)
3. ERDDAP (tableDAP REST), LAS (anal & viz)

and after these …

4. … IOSP for data base access
5. … NCML aggregation of 1d file collections



The UAF approach  is
simple, open, cheap
compatible with ESGF, NOMADS,

IOOS, Ingrid, Giovani, OGC (recently), …
Should it be broader than a NOAA project?

Summary

Many OPeNDAP servers provide little user documentation.

 Send us docs to host on your CF app 

If UAF were at a non-agency domain, would you 
hang your open THREDDS catalog on the UAF tree?
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Thank you

NOAA/UAF
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